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Closed phase �CP� covariance analysis is a widely used glottal inverse filtering method based on the
estimation of the vocal tract during the glottal CP. Since the length of the CP is typically short, the
vocal tract computation with linear prediction �LP� is vulnerable to the covariance frame position.
The present study proposes modification of the CP algorithm based on two issues. First, and most
importantly, the computation of the vocal tract model is changed from the one used in the
conventional LP into a form where a constraint is imposed on the dc gain of the inverse filter in the
filter optimization. With this constraint, LP analysis is more prone to give vocal tract models that are
justified by the source-filter theory; that is, they show complex conjugate roots in the formant
regions rather than unrealistic resonances at low frequencies. Second, the new CP method utilizes
a minimum phase inverse filter. The method was evaluated using synthetic vowels produced by
physical modeling and natural speech. The results show that the algorithm improves the
performance of the CP-type inverse filtering and its robustness with respect to the covariance frame
position. © 2009 Acoustical Society of America. �DOI: 10.1121/1.3095801�

PACS number�s�: 43.70.Gr, 43.70.Jt �CHS� Pages: 3289–3305

I. INTRODUCTION

All areas of speech science and technology rely, in one
form or another, on understanding how speech is produced
by the human voice production system. In the area of voice
production research, glottal inverse filtering �IF� refers to
methodologies that aim to estimate the source of voiced
speech, the glottal volume velocity waveform. The basis for
these techniques is provided by the classical source-filter
theory, according to which the production of a voiced speech
signal can be interpreted as a cascade of three separate pro-
cesses: the excitation, that is, the glottal volume velocity
waveform, the vocal tract filter, and the lip radiation effect
�Fant, 1970�. In order to compute the first of these processes,
IF methodologies estimate the second and third processes
typically in forms of linear, time-invariant digital systems
and then cancel their contribution from the speech signal by
filtering it through the inverse models of the vocal tract and
lip radiation effect. Since the lip radiation effect can be esti-
mated at low frequencies as a time-derivative of the flow
�Flanagan, 1972�, which is easily modeled digitally by a

fixed first order finite impulse response �FIR� filter, the key
problem in IF methods is the estimation of the vocal tract.

Among the main methodologies used to analyze human
voice production, IF belongs to the category of acoustical
methods. As alternatives to the acoustical methods, it is pos-
sible to investigate voice production with visual inspection
of the vocal fold vibrations or with electrical �e.g., Lecluse
et al., 1975� or electromagnetic methods �Titze et al., 2000�.
Visual analysis of the vibrating vocal folds is widely used
especially in clinical investigation of voice production. Sev-
eral techniques, such as video stroboscopy �e.g., Hirano,
1981�, digital high-speed stroboscopy �e.g., Eysholdt et al.,
1996�, and kymography �Švec and Schutte, 1996�, have been
developed, and many of them are currently used in daily
practices in voice clinics. Acquiring visual information about
voice production, however, always calls for invasive mea-
surements in which the vocal folds are examined either with
a solid endoscope inserted in the mouth or with a flexible
fiberscope inserted in the nasal cavity. In contrast to these
techniques, a benefit of glottal IF is that the analysis can be
computed from the acoustic signal in a truly non-invasive
manner. This feature is essential especially in such research
areas in which vocal function needs to be investigated under
as natural circumstances as possible, for instance, in under-
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standing the role of the glottal source in the expression of
vocal emotions �Cummings and Clements, 1995; Gobl and
Ní Chasaide, 2003; Airas and Alku, 2006� or in studying
occupational voice production �Vilkman, 2004; Lehto et al.,
2008�. In addition to its non-invasive nature, glottal IF pro-
vides other favorable features. IF results in a temporal signal,
the glottal volume velocity waveform, which is an estimate
of a real acoustical waveform of the human voice production
process. Due to its direct relationship to the acoustical pro-
duction of speech, estimates of glottal excitations computed
by IF can be modeled with their artificial counterparts to
synthesize human voice in speech technology applications
�Klatt and Klatt, 1990; Carlson et al., 1991; Childers and Hu,
1994�.

Since the introduction of the idea of IF by Miller �1959�,
many different IF methods have been developed. The meth-
ods can be categorized, for example, based on the input sig-
nal, which can be either the speech pressure waveform re-
corded in the free field outside the lips �e.g., Wong et al.,
1979; Alku, 1992� or the oral volume velocity captured by a
specially designed pneumotachograph mask, also known as
the Rothenberg mask �e.g., Rothenberg, 1973; Hertegård
et al., 1992�. In addition, methods developed to do IF differ
depending on whether they need user adjustments in defining
the settings of the vocal tract resonances �e.g., Price, 1989;
Sundberg et al., 2005� or whether the analysis is completely
automatic �e.g., Veeneman and BeMent, 1985�. From the
methodological point of view, the techniques developed can
be categorized based on how the effect of the glottal source
is taken into account in the estimation of the vocal tract in
the underlying IF method. From this perspective, there are,
firstly, methods �e.g., Alku, 1992� that are based on the gross
estimation of the glottal contribution during both the closed
and open phase of the glottal pulse using all-pole modeling.
By canceling the glottal contribution from the speech signal,
a model for the vocal tract is computed with linear prediction
�LP� �Rabiner and Schafer, 1978� although other spectral en-
velope fitting techniques such as those based on the penal-
ized likelihood approach �Campedel-Oudot et al., 2001� or
cepstrum analysis �Shiga and King, 2004� could, in principle,
be used as well. Secondly, the use of a joint optimization of
the glottal flow and vocal tract is possible based on synthetic,
pre-defined models of the glottal flow �e.g., Milenkovic,
1986; Kasuya et al., 1999; Fröhlich et al., 2001; Fu and
Murphy, 2006�. Thirdly, it is possible to estimate the glottal
flow using closed phase �CP� covariance analysis �Strube,
1974; Wong et al., 1979�. This is based on the assumption
that there is no contribution from the glottal source to the
vocal tract during the CP of the vocal fold vibration cycle.
After identification of the CP, covariance analysis is used to
compute a parametric all-pole model of the vocal tract using
LP.

CP covariance analysis is among the most widely used
glottal IF techniques. Since the original presentation of the
method by Strube �1974�, the CP method has been used as a
means to estimate the glottal flow, for instance, in the analy-
sis of the phonation type �Childers and Ahn, 1995�, prosodic
features of connected speech �Strik and Boves, 1992�, vocal
emotions �Cummings and Clements, 1995�, source-tract in-

teraction �Childers and Wong, 1994�, singing �Arroabarren
and Carlosena, 2004�, and speaker identification �Plumpe
et al., 1999�. In addition to these various applications, CP
analysis has been a target of methodological development.
The major focus of this methodological work has been the
method of accurately determining the location of the covari-
ance frame, the extraction of the CP of the glottal cycle. In
order to determine this important time span from a speech
waveform, an approach based on a series of sliding covari-
ance analyses is typically used. In other words, the analysis
frame is sequentially moved one sample at a time through
the speech signal and the results of each covariance analysis
are analyzed in order to determine the CP. Strube �1974�
used this approach and identified the glottal closure as an
instant when the frame was in a position which yielded the
maximum determinant of the covariance matrix. Wong et al.
�1979� instead defined the CP as the interval when the nor-
malized squared prediction error was minimum, and this
technique has been used by several authors since, although
sometimes with slight modifications �e.g., Cummings and
Clements, 1995�. Plumpe et al. �1999�, however, argued that
the use of the prediction error energy in defining the frame
position of the covariance analysis might be problematic for
sounds which involve gradual closing or opening of the vo-
cal folds. As a remedy, they proposed an idea in which slid-
ing covariance analyses are computed and formant frequency
modulations between the open and CP of the glottal cycle are
used as a means to define the optimal frame position. Akande
and Murphy �2005� suggested a new technique, adaptive es-
timation of the vocal tract transfer function. In their method,
the estimation of the vocal tract is improved by first remov-
ing the influence of the glottal source by filtering the speech
signal with a dynamic, multi-pole high-pass filter instead of
the traditional single-pole pre-emphasis. The covariance
analysis is then computed in an adaptive loop where the
optimal filter order and frame position are searched for by
using phase information of the filter candidates.

All the different CP methods referred to above are based
on the identification of the glottal CP from a single source of
information provided by the speech pressure waveform.
Therefore, they typically involve an epoch detection block in
which instants of glottal closure and opening are extracted
based on algorithms such as DYPSA �Naylor et al., 2007�.
Alternatively, if electroglottography �EGG� is available, it is
possible to use two information channels so that the position
and duration of the CP is estimated from EGG, and then the
speech waveform is inverse filtered. This so-called two-
channel analysis has been shown to yield reliable results in
IF due to improved positioning of the covariance frame
�Veeneman and BeMent, 1985; Krishnamurthy and Childers,
1986�. In this technique, the CP analysis is typically com-
puted by estimating the CP of the glottal cycle as the time
interval between the minimum and maximum peaks of the
first time-derivative of the EGG waveform �Childers and
Ahn, 1995�. It is important to notice that even though there
have been many modifications to CP analysis since the work
by Strube �1974�, all the methods developed are based on the
same principle in the mathematical modeling of the vocal
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tract, namely, the use of conventional LP with the covariance
criterion described in Rabiner and Schafer �1978�.

Even though different variants of CP covariance analysis
have been shown to yield successful estimates of the glottal
flow by using simple synthesized vowels, this IF methodol-
ogy has certain shortcomings. Several previous studies have
in particular indicated that glottal flow estimates computed
by the CP analysis vary greatly depending on the position of
the covariance frame �e.g., Larar et al., 1985; Veeneman and
BeMent, 1985; Yegnanarayana and Veldhuis, 1998; Riegels-
berger and Krishnamurthy, 1993�. Given the fundamental as-
sumption of the method, that is the computation of the vocal
tract model during an excitation-free time span, this undesir-
able feature of the CP analysis is understandable. The true
length of the glottal CP is typically short, which implies that
the amount of data used to define the parametric model of the
vocal tract with the covariance analysis is sparse. If the po-
sition of this kind of a short data frame is misaligned, the
resulting linear predictive filter typically fails to model the
vocal tract resonances, which might result in severe distor-
tion of the glottal flow estimates. This problem is particularly
severe in voices of high fundamental frequency �F0� because
they are produced by using very short lengths in the glottal
CP. In order to cope with this problem, previous CP methods
typically exploit techniques to improve the extraction of the
covariance frame position. In the present work, however, a
different approach is suggested based on setting a math-
ematical constraint in the computation of the inverse model
of the vocal tract with LP. The constraint imposes a pre-
defined value for the direct current �dc� gain of the inverse
filter as a part of the optimization of the filter coefficients.
This results in vocal tract filters whose transfer functions, in
comparison to those defined by the conventional covariance
analysis, are less prone to include poles in positions in the
z-domain that are difficult to interpret from the point of view
of the classical source-filter theory of vowel production �e.g.,
on the positive real axis�. This new dc-constrained vocal tract
model is combined in the present study with an additional
procedure, checking of the minimum phase property of the
inverse filter, to yield a new CP algorithm.

In the following, typical artifacts caused by the CP
analysis are first described using representative examples
computed from natural vowels. These examples are then
used to motivate the proposed new method to compute LP in
vocal tract modeling of the CP analysis. The new method is
then tested with both synthetic vowels produced by physical
modeling of the human voice production mechanism and
with natural speech of both female and male subjects.

II. METHODS

A. Sources of distortion in the conventional CP
analysis

In this section, two major sources of error in the conven-
tional CP analysis are described with the help of examples.
The word “conventional” refers here to the CP analysis in
which the vocal tract is modeled with a pth order all-pole
filter computed by the basic form of the covariance analysis

described by Rabiner and Schafer �1978�, and the lip radia-
tion effect is modeled with a fixed first order FIR filter. All
the analyses described were computed using the sampling
frequency of 8 kHz and the order of the vocal tract filter set
to p=12. The length of the covariance frame was 30 samples
�3.75 ms�. The instant of glottal closure was extracted, when
needed, as the instant of the negative peak of the EGG de-
rivative.

First, the sensitivity of the glottal flow estimate about
the position of the covariance frame is demonstrated. Figure
1 shows three glottal flow estimates, which were inverse-
filtered from the same token of a male subject uttering the
vowel �a� by using a minor change in the position of the
covariance frame position: the beginning of the covariance
frame in Figs. 1�b� and 1�c� was moved earlier in the signal
by two and four samples, respectively, in comparison to the
beginning of the covariance frame used in Fig. 1�a�. The
inverse filters obtained are shown in the z-domain in the left
panels of Fig. 2, and the amplitude spectra of the correspond-
ing vocal tract filters are depicted in the right panels of the
same figure. The example indicates how a minor change in
the position of the covariance frame has resulted in a sub-
stantial change in the estimated glottal flows. It is worth
noticing that the covariance analyses illustrated in Figs. 2�a�
and 2�b� have resulted in two inverse filters both of which
have one root on the positive real axis in the z-domain. In
Fig. 2�b�, the position of this root is slightly closer to the unit
circle than in Fig. 2�a�. The CP analysis shown in Fig. 2�c�
has, in turn, resulted in an inverse filter with a complex con-
jugate pair of roots at low frequencies. The effect of an in-
verse filter root which is located on the positive real axis
approaches that of a first order differentiator �i.e., H�z�=1
−z−1� when the root approaches the unit circle, and a similar
effect is also produced by a complex conjugate pair of roots
at low frequencies. Consequently, the resulting glottal flow
estimate, as shown in Figs. 1�b� and 1�c�, becomes similar to
a time-derivative of the flow candidate given by an inverse
filter with no such roots or when these roots are located in a
more neutral position close to the origin of the z-plane. This
severe distortion of the glottal flow estimate caused by the
occurrence of inverse filter roots, both real and complex con-
jugate pairs, at low frequencies is greatest at time instants
when the flow changes most rapidly, that is, near glottal clo-
sure. As shown in Figs. 1�b� and 1�c�, this distortion1 is typi-
cally seen as sharp negative peaks, called “jags” by Wong
et al. �1979�, of the glottal flow pulses at the instants of
closure.

The undesirable distortion of the glottal flow estimates
by the occurrence of jags implies that the corresponding all-
pole vocal tract model has roots on the positive real axis or at
low frequencies, and, consequently, its amplitude spectrum
shows boosting of low frequencies. This effect is clearly
shown in the example by comparing the right panel of Fig.
2�a� to the corresponding panels in Figs. 2�b� and 2�c�. It is
worth emphasizing that the source-filter theory of voice pro-
duction by Fant �1970� assumes that poles of the vocal tract
for non-nasalized voiced sounds occur as complex conjugate
pairs and the low-frequency emphasis of the vowel spectrum
results from the glottal source. Therefore, it can be argued
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that among the three vocal tract models computed by the CP
analysis, the one depicted in Fig. 2�a� is the most plausible to
represent an amplitude spectrum of an all-pole vocal tract of
a vowel sound.

Quality of glottal flows computed by the CP analysis can
be made less dependent on the position of the covariance
frame by removing the roots of the vocal tract model located
on the real axis �Wong et al., 1979; Childers and Ahn, 1995�.
This is typically done by first solving the roots of the vocal

tract model given by LP and then by removing those roots
that are located on the positive real axis while preserving the
roots on the negative real axis. This procedure was used for
the example described in Figs. 1 and 2, and the results are
shown in the time domain in Fig. 3 and in the frequency
domain in Fig. 4. It can be seen that this standard procedure
indeed decreased the distortion caused by the jags, as shown
in Fig. 3�b�. It is, however, worth noticing that this procedure
is blind to complex roots located at low frequencies, which

0 0.01 0.02 0.03 0.04
0

1

Time (s)

F
lo

w
(a

rb
itr

ar
y

un
its

)

0 0.01 0.02 0.03 0.04
0

1

Time (s)

F
lo

w
(a

rb
itr

ar
y

un
its

)

00 0.010 0.020 0.030 0.04
0

1

Time (s)

F
lo

w
(a

rb
itr

ar
y

un
its

)
(a)

(b)

(c)

FIG. 1. Glottal flows estimated by IF
the vowel �a� uttered by a male
speaker by varying the position of the
covariance frame in the CP analysis.
The covariance frame was placed in
the beginning of the CP using the dif-
ferentiated EGG in panel �a�, and its
position was moved earlier by two
samples in panel �b� and by four
samples in panel �c�.
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FIG. 2. Transfer functions of inverse
filters in the z-domain �left panels� and
the corresponding amplitude spectra of
the all-pole vocal tract models �right
panels� used in the CP analyses shown
in Fig. 1.
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cause distortion, described in Figs. 1�c� and 3�c�, that might
be even more severe than that resulting from the roots on the
positive real axis.

In addition to the distortion caused by the occurrence of
inverse filter real and complex roots at low frequencies as
described above, the estimation of the glottal flow with the
CP analysis might be affected by another issue. Namely, the
computation of the linear predictive analysis with the cova-
riance analysis might yield an inverse filter that is not mini-

mum phase; that is, the filter has roots outside the unit circle
in the z-domain. Although this property of the covariance
analysis is well-known in the theory of LP �Rabiner and
Schafer, 1978�, it is, unfortunately, typically ignored in most
glottal IF studies �exceptions are Akande and Murphy, 2005;
Bozkurt et al., 2005; Bäckström and Alku, 2006�. A possible
explanation of why the occurrence of non-minimum phase
filters gets so little attention in glottal wave analysis is the
fact that IF is always computed via FIR filtering. Hence,
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FIG. 3. Glottal flows estimated by IF
the same �a� vowel used in Fig. 1.
Roots located on the positive real axis
were removed before IF. The covari-
ance frame was placed in the begin-
ning of the CP with the help of the
differentiated EGG in panel �a�, and its
position was moved earlier by two
samples in panel �b� and by four
samples in panel �c�.
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FIG. 4. Transfer functions of inverse
filters in the z-domain �left panels� and
the corresponding amplitude spectra of
the all-pole vocal tract models �right
panels� used in the CP analyses shown
in Fig. 3.

J. Acoust. Soc. Am., Vol. 125, No. 5, May 2009 Alku et al.: Inverse filtering by closed phase analysis 3293



non-minimum phase filters do not cause stability problems,
which, of course, would be the case if non-minimum phase
filters were used in all-pole synthesis, such as in speech cod-
ing or synthesis. Even though stability problems are not met
in glottal in IF, the use of non-minimum phase inverse filters
does cause other kinds of artifacts, as demonstrated below.

According to the source-filter theory of speech produc-
tion, the glottal flow is filtered by a physiological filter, the
vocal tract, which is regarded as a stable all-pole system for
vowels and liquids. In the z-domain, this kind of system must
have all its poles inside the unit circle �Oppenheim and Scha-
fer, 1989�. An optimal inverse filter cancels the effects of the
vocal tract by matching each pole inside the unit circle with
a zero of a FIR filter. However, it is well-known in the theory
of digital signal processing that zeros of a FIR filter can be
replaced by their mirror image partners; that is, a zero at z
=z1 is replaced by z=1 /z1

*, without changing the shape of
the amplitude spectrum of the filter �Oppenheim and Schafer,
1989�. In other words, an inverse filter that is minimum
phase can be replaced with a non-minimum phase FIR by
replacing any of its roots with a corresponding mirror image
outside the unit circle without changing the shape of inverse
filter’s amplitude response. Therefore, from the point of view
of canceling the amplitude response of the all-pole vocal
tract, there are several inverse filters, of which one is mini-
mum phase and others are non-minimum phase, that can be
considered equal. These candidates are, however, different in
terms of their phase characteristics, and canceling the effects
of an all-pole vocal tract with a non-minimum phase inverse
filter produces phase distortion, which might severely affect
the shape of the glottal flow estimate. This distortion is es-
pecially strong in cases where zeros in the inverse filter lo-
cated in the vicinity of the lowest two formants are moved
from inside the unit circle to the outside. Figure 5 shows an

example of this effect. In Fig. 5�a�, a glottal flow estimated
with a minimum phase inverse filter is shown in the left
panel, and the z-plane representation of the corresponding
inverse filter is shown on the right. This inverse filter was
deliberately modified by replacing one complex conjugate
root pair located inside the unit circle by its corresponding
mirror image pair located outside the circle. The root pair
selected corresponds to the inverse model of the first formant
and is represented in the z-plane graph of Fig. 5�a� by the
complex conjugate pair having the lowest angular frequency
�indicated by arrows�. Even though the modification caused
only a minor change in the root radius �original radius: 0.98,
modified radius: 1.02�, the change from the minimum phase
structure into the non-minimum phase form is manifested as
increased ripple during the CP of the glottal cycle, as shown
in the left panel of Fig. 5�b�.

B. The improved CP analysis

A new approach is proposed in the present study to com-
pute IF with the CP analysis. The proposed technique aims to
reduce the effects of the two major artifacts, occurrence of
low-frequency roots of the inverse filter and occurrence of
inverse filter roots outside the unit circle, described in the
previous section. The main part of the method, to be de-
scribed in Sec. II B 1, is represented by a new mathematical
algorithm to define a linear predictive inverse filter. The
novel way to compute vocal tract inverse filters is then com-
bined, as described in Sec. II B 2, with an additional process-
ing stage to yield the new glottal IF algorithm.

1. Computation of the vocal tract inverse filter with
constrained linear prediction

The conventional CP analysis involves modeling the vo-
cal tract with an all-pole filter defined according to the clas-
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FIG. 5. Glottal flows estimated by the
CP analysis �left panels� and inverse
filter transfer functions in the
z-domain �right panels� in the case of
�a� minimum phase and �b� non-
minimum phase IF. Radii of all roots
in minimum phase filtering are less
than unity. In non-minimum phase fil-
tering, the complex conjugate root pair
indicated by arrows in panel �a� is re-
placed by its mirror image pair outside
the unit circle. The root radius of the
indicated complex conjugate pair is
0.98 in panel �a� and 1.02 in panel �b�.
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sical LP based on the covariance criterion �Rabiner and
Schafer, 1978�. The filter coefficients of pth order inverse
filter are searched for by using a straightforward optimiza-
tion where the energy of the prediction error is minimized
over the covariance frame. In principle, this kind of optimi-
zation based on the mean square error �MSE� criterion treats
all the frequencies equally, and the filter coefficients are
mathematically adjusted so that the resulting all-pole spec-
trum accurately matches the high-energy formant regions of
the speech spectrum �Makhoul, 1975�. However, it is worth
emphasizing that the conventional covariance analysis does
not use any additional information in the optimization pro-
cess, for example, to bias the location of roots of the result-
ing all-pole filter. This inherent feature of the conventional
covariance analysis implies that roots of the resulting all-
pole model of the vocal tract might be located in such a
position in the z-domain �e.g., on the positive real axis� that
is correct from the point of view of MSE-based optimization
but unrealistic from the point of view of the source-filter
theory of vowel production and its underlying theory of tube
modeling of the vocal tract acoustics. In his fundamental
work, Fant �1970� related vocal tract shapes derived from
x-rays to the acoustic theory of different tube shapes and
developed the source-filter theory of speech production. Ac-
cording to this theory, the transfer function of voiced speech,
defined as the ratio of the Laplace transforms of the sound
pressure at the lips to the glottal volume velocity, includes
only complex poles in the s-domain. According to the dis-
crete time version of this theory �e.g., Markel and Gray,
1976�, the z-domain transfer function of the vocal tract is
expressed for vowel sounds as an all-pole filter of order 2K,
which models K formants as a cascade of K second order
blocks, each representing an individual resonance of a cer-
tain center frequency and bandwidth. In other words, there
might be a mismatch in root locations of vocal tract filters
between those optimized by the conventional covariance
analysis and those assumed both in the source-filter theory
and its underlying acoustical theory of tube shapes. It is
likely that this mismatch becomes prevalent especially in
cases when the covariance frame consists of a small number
of data samples. Hence, the phenomenon discussed is related
to the sensitivity of the CP analysis about the position of the
covariance frame, a drawback discussed in several previous
studies �e.g., Larar et al., 1985; Veeneman and BeMent,
1985; Yegnanarayana and Veldhuis, 1998; Riegelsberger and
Krishnamurthy, 1993�.

Based on the concept of constrained LP, the computa-
tion of the conventional covariance analysis, however, can be
modified in order to reduce the distortion that originates from
such vocal tract model roots that are located in unrealistic
positions in the z-domain. The key idea is to impose such
restrictions on the linear predictive polynomials prior to the
optimization that can be justified by the source-filter theory
of voice production. Intuitively, this means that instead of
allowing the linear predictive model to locate its roots freely
in the z-domain based solely on the MSE criterion, the opti-
mization is given certain restrictions in the predictor struc-
ture, which then result in more realistic root locations. In
order to implement restrictions that end up in equations

which can be solved in closed form, one has to first find a
method to express the constraint in a form of a concise math-
ematical equation and then use the selected equation in the
minimization problem. One such convenient constraint can
be expressed with the help of the dc gain of the linear pre-
dictive inverse filter. The rationales to apply this quantity are
as follows. First, the dc gain of a digital FIR filter can be
expressed in a very compressed and mathematically straight-
forward manner as a linear sum of the predictor coefficients
�see Eq. �4� below�. Consequently, the optimization of the
constrained linear predictive filter is mathematically straight-
forward, ending up with a matrix equation �see Eq. �9�� that
can be solved noniteratively in a similar manner as the cor-
responding normal equations of the conventional LP. Second,
it is known from the classical source-filter theory of voice
production that the vocal tract transfer function of non-
nasalized sounds approaches unity at zero frequency pro-
vided that the losses through vibration of the cavity walls are
small �Fant, 1970, pp. 42–44�. In conventional LP, the dc
gain of the inverse filter is not constrained, and, conse-
quently, it is possible that the amplitude response of the vo-
cal tract model computed by the covariance analysis shows
excessive boost at zero frequency. If the covariance frame is
short and placed incorrectly, it might even happen that the
amplitude response of the obtained vocal tract model shows
larger gain at zero frequency than at formants, which violates
the assumptions of the source-filter theory and its underlying
acoustical theory of tube shapes. Hence, by imposing a pre-
defined constraint on the dc gain of the linear predictive in-
verse filter, one might expect to get such linear predictive
vocal tract models whose amplitude response shows better
correspondence with Fant’s source-filter theory; that is, the
transfer function indicates peaks at formant frequencies,
while the gain at zero frequency is clearly smaller and ap-
proaches unity. It must be emphasized, however, that even
though the proposed idea to assign the dc gain of the inverse
filter into a pre-defined value is undoubtedly mathematically
straightforward, this technique does not involve imposing
explicit constraints on the root positions per se prior to the
optimization. In other words, the exact z-domain root loca-
tions of the vocal tract model are still determined by the
MSE-type optimization, yet the likelihood for these roots to
become located in such positions that they create an exces-
sive boost at low frequency is less than in the case of the
conventional LP. Mathematical derivations to optimize the
proposed idea of the dc-constrained LP will be described
below.

In the conventional LP, the error signal, known as the
residual, can be expressed in matrix form as follows:

en = xn + �
k=1

p

akxn−k = �
k=0

p

akxn−k = aTxn, �1�

where a= �a0 , . . . ,ap�T, with a0=1, and the signal vector is
xn= �xn . . .xn-p�T. The coefficient vector a is optimized ac-
cording to the MSE criterion by searching for such param-
eters that minimize the square of the residual. In the covari-
ance method, this minimization of the residual energy is
computed over a finite time span �Rabiner and Schafer,
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1978�. By denoting this time span with 0�n�N−1, the
prediction error energy E�a� can be written as

E�a� = �
n=0

N−1

en
2 = �

n=0

N−1

aTxnxn
Ta = aT��

n=0

N−1

xnxn
T�a = aT�a ,

�2�

where matrix � is the covariance matrix defined from speech
samples as

� = �
n=0

N−1

xnxn
T � R�p+1���p+1�. �3�

It is worth noticing that the computation of matrix � re-
quires speech samples located inside the energy minimiza-
tion frame, that is, xn, where 0�n�N−1, plus p samples
occurring before this frame, that is, xn, where −p�n�0.
The optimal filter coefficients can be computed easily by
minimizing the prediction error energy E�a� with respect to
the coefficient vector a. This yields a=�2�−1u, where �2

= �uT�−1u�−1 is the residual energy given by the optimized
predictor and u= �10¯0�T.

The conventional LP can be modified by imposing con-
straints on the minimization problem presented above. A
mathematically straightforward way to define one such con-
straint is to set a certain pre-defined value for the frequency
response of the linear predictive inverse filter at zero fre-
quency. By denoting the transfer function of a pth order con-
strained inverse filter C�z�, the following equation can be
written:

C�z� = �
k=0

p

ckz
−k ⇒ C�ej0� = C�1� = �

k=0

p

ck = ldc, �4�

where ck, 0�k� p, are the filter coefficients of the con-
strained inverse filter and ldc is a pre-defined real value for
the gain of the filter at dc. Using matrix notation, the dc-
constrained minimization problem can now be formulated as
follows: minimize cT�c subject to �Tc=b, where c
= �c0¯cp�T is the filter coefficient vector with c0=1, b
= �1ldc�T, and � is a �p+1��2 constraint matrix defined as

� = �
1 1

0 1

· ·

· ·

· ·

0 1

	 . �5�

The covariance matrix defined in Eq. �3� is positive definite.
Therefore, the quadratic function to be minimized in the dc-
constrained problem is convex. Thus, in order to solve the
minimization problem, the Lagrange multiplier method
�Bazaraa et al., 1993� can be used. This procedure begins
with the definition of a new objective function,

��c,g� = cT�c − 2gT��Tc − b� , �6�

where g= �g1g2�T�0 is the Lagrange multiplier vector. The
objective function of Eq. �6� can be minimized by setting its

derivative with respect to vector c to zero. By taking into
account that matrix � is symmetric �i.e., �=�T�, this results
in the following equation:

�c��c,g� = cT��T + �� − 2gT�T = 2cT� − 2gT�T

= 2��c − �g� = 0. �7�

By combining Eq. �7� with the equation of the constraint
�i.e., �Tc−b=0�, vector c can be solved from the group of
equations

�c − �g = 0,

�Tc − b = 0, �8�

which yields the optimal coefficients of the constrained in-
verse filter:

c = �−1���T�−1��−1b . �9�

In summary, the optimal dc-constrained inverse filter, a FIR
filter of order p given in Eq. �4� is obtained by solving for the
vector c according to Eq. �9�, in which the covariance matrix
� is defined by Eq. �3� from the speech signal xn, matrix �
is defined by Eq. �5�, and matrix b= �1ldc�T, where ldc is the
desired inverse filter gain at dc.

2. Checking the minimum phase property

In order to eliminate the occurrence of non-minimum
phase filters, the roots of the inverse filter are solved, and if
the filter is not minimum phase, those roots that are located
outside the unit circle are replaced by their mirror image
partners inside the circle. In principle, it is possible that the
constrained LP computed according to Eq. �9� yields an in-
verse filter that has roots on the positive real axis. Due to the
use of the dc constraint, the risk for this to happen is, how-
ever, clearly smaller than in the case of the conventional
covariance analysis. Because the roots of C�z� are solved for
in order to eliminate the occurrence of non-minimum phase
filters, it is trivial also to check simultaneously whether there
are any roots on the positive real axis inside the unit circle. If
so, these roots are simply removed, in a procedure similar to
that used in the conventional CP analysis �Wong et al.,
1979�.

3. Summary of the new algorithm

In summary, the new glottal IF algorithm can be pre-
sented by combining the procedures described in Secs. II B 1
and II B 2. The estimation of the glottal flow with this new
CP-based IF algorithm consists of the following stages.

�1� Prior to the analysis, the speech pressure waveform is
filtered through a linear-phase high-pass FIR with its cut-
off frequency adjusted to 70 Hz. The purpose of this
filter is to remove annoying low-frequency components
picked up by the microphone during the recordings of
the speech signals. The output of this stage, the high-
pass filtered speech sound, is denoted by Shp�n� below.

�2� The position of the covariance frame is computed using
any of the previously developed methods based on, for
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example, the maximum determinant of the covariance
matrix �Wong et al., 1979� or the EGG �Krishnamurthy
and Childers, 1986�.

�3� Vocal tract transfer function C�z� is computed according
to Eq. �9� by defining the elements of the covariance
matrix in Eq. �3� from Shp�n� by using the covariance
frame defined in stage �2�.

�4� Roots of C�z� defined in stage �3� are solved. Those roots
of C�z� that are located outside the unit circle are re-
placed by their corresponding mirror image partner in-
side the unit circle. Any real roots located on the positive
real axis are removed.

�5� Finally, the estimate of the glottal volume velocity wave-
form is obtained by filtering Shp�n� through C�z� defined
in stage �4� and by canceling the lip radiation effect with
a first order infinite impulse response filter, with its pole
close to the unit circle �e.g., at z=0.99�.

The algorithm runs in a frame-based manner, and the
adjustable parameters are recommended to be set to values
typically used in CP analysis: frame length: 50 ms; order of
the vocal tract model: 12 �with sampling frequency of
8 kHz�; the length of the covariance frame: 30 samples �a
value that equals the order of the vocal tract model multi-
plied by 2.5�. In the experiments conducted in the present
study, the parameter ldc used in the computation of the dc-
constrained vocal tract inverse filters was adjusted so that the
amplitude response of the vocal tract filter at dc was always
equal to unity.2

III. MATERIALS AND EXPERIMENTS

In order to evaluate the performance of the new CP
analysis technique, experiments were conducted using both
natural and synthetic speech. The purpose of these experi-
ments was to investigate whether the new modified covari-
ance analysis based on the concept of constrained LP, when
supplemented with the minimum phase requirement of the
inverse filter, would make IF with the CP analysis less vul-
nerable to the position of the covariance frame.

A. Speech and EGG recordings

Simultaneous speech pressure waveform and EGG sig-
nals were recorded from 13 subjects �six females�. The ages
of the subjects varied between 29 and 43 �mean of 32�, and
none of them had experienced voice disorders. The speaking
task was to produce the vowel �a� five times by using sus-
tained phonation. Vowel �a� was used because it has a high
first formant �F1�.3 Subjects were allowed to use the funda-
mental frequency of their own choice, but they were encour-
aged not to use a pitch that is noticeably higher than in their
normal speech. The duration of each phonation was at least
1 s. The production was done by two types of phonation:
normal and pressed. These two phonation types were se-
lected because they are more likely to involve a CP in the
vocal fold vibration, which would not be the case in, for
example, breathy phonation �Alku and Vilkman, 1996�. This,
in turn, implies that the basic assumption of the CP analysis,
that is, the existence of a distinct CP within the glottal cycle,

should be valid. Consequently, using these two modes, one
would expect to be able to demonstrate effectively the de-
pendency of the CP analysis on the position of the covari-
ance frame. The recordings were perceptually monitored by
an experienced phonetician who trained the subjects to create
the two registers properly. Phonations were repeated until the
phonation type was satisfactory.

Speech pressure waves were captured by a condenser
microphone �Brüel & Kjær 4188� that was attached to a
sound level meter �Brüel & Kjær Mediator 2238� serving
also as a microphone amplifier, and the EGG was recorded
simultaneously �Glottal Enterprise MC2-1�. The mouth-to-
microphone distance was 40 cm. In order to avoid inconsis-
tency in the synchronization of speech and EGG, the micro-
phone distance was carefully monitored in the recordings,
and its value was checked prior to each phonation. Speech
and EGG waveforms were digitized using a �DAT� digital
audio tape recorder �Sony DTC-690� by adopting the sam-
pling rate of 48 kHz and the resolution of 16 bits.

The speech and EGG signals were digitally transferred
from the DAT tape into a computer. Before conducting the IF
analysis, the sampling frequency of both signals was down-
sampled to 8 kHz. The propagation delay of the acoustic
signal from the glottis to the microphone was estimated by
using the vocal tract length of 15 and 17 cm for females and
males, respectively, the mouth-to-microphone distance of
40 cm, and the speed of sound value of 350 m /s. These val-
ues yielded the propagation delay of 1.57 and 1.63 ms for
female and male speakers, respectively. The fundamental fre-
quency of each vowel sound was computed by searching for
the peak of the autocorrelation function from the differenti-
ated EGG signal. For female speakers, the mean F0 was
195 Hz �min: 178 Hz, max: 211 Hz� and 199 Hz �min:
182 Hz, max: 216 Hz� in normal and pressed phonation, re-
spectively. For males, the mean F0 was 104 Hz �min: 90 Hz,
max: 119 Hz� and 114 Hz �min: 95 Hz, max: 148 Hz� in
normal and pressed phonation, respectively.

B. Synthetic vowels

A fundamental problem present both in developing new
IF algorithms and in comparing existing methods is the fact
that assessing the performance of an IF technique is compli-
cated. When IF is used to estimate the glottal flow of natural
speech, it is actually never possible to assess in detail how
closely the obtained waveform corresponds to the true glottal
flow generated by the vibrating vocal folds. It is, however,
possible to assess the accuracy of IF by using synthetic
speech that has been created using artificial glottal wave-
form. This kind of evaluation, however, is not truly objective
because speech synthesis and IF analysis are typically based
on similar models of the human voice production apparatus,
for example, the traditional linear source-filter model �Fant,
1970�.

In the current study, a different strategy was used in
order to evaluate the performance of different CP analysis
methods in the estimation of the glottal flow. The idea is to
use physical modeling of the vocal folds and the vocal tract
in order to simulate time-varying waveforms of the glottal
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flow and radiated acoustic pressure. By using the simulated
pressure waveform as an input to an IF method, it is possible
to determine how closely the obtained estimate of the voice
source matches the simulated glottal flow. This approach is
different from using synthetic speech excited by an artificial
form of the glottal excitation because the glottal flow wave-
form results from the interaction of the self-sustained oscil-
lation of the vocal folds with subglottal and supraglottal
pressures, as would occur during real speech production.
Hence, the glottal flow waveform generated by this model is
expected to provide a more stringent and realistic test of the
IF method than would be permitted by a parametric flow
waveform model where no source-tract interaction is
incorporated.4

The sound pressure and glottal flow waveforms used to
test the new IF technique were generated with a computa-
tional model of the vocal folds and acoustic wave propaga-
tion. Specifically, self-sustained vocal fold vibration was
simulated with three masses coupled to one another through
stiffness and damping elements �Story and Titze, 1995�. A
schematic diagram of the model is shown in Fig. 6, where
the arrangement of the masses was designed to emulate the
body-cover structure of the vocal folds �Hirano, 1974�. The
input parameters consisted of lung pressure, prephonatory
glottal half-width �adduction�, resting vocal fold length and
thickness, and normalized activation levels of the cricothy-
roid �CT� and thyroarytenoid �TA� muscles. These values

were transformed to mechanical parameters of the model,
such as mass, stiffness, and damping, according to the
“rules” proposed by Titze and Story �2002�. The vocal fold
model was coupled to the pressures and air flows in the tra-
chea and vocal tract through aerodynamic and acoustic con-
siderations as specified by Titze �2002�, thus allowing for
self-sustained oscillation. Bilateral symmetry was assumed
for all simulations such that identical vibrations occur within
both the left and right folds. Nine different fundamental fre-
quency values �105, 115, 130, 145, 205, 210, 230, 255, and
310 Hz�, which roughly approximate the ranges typical of
adult male and female speech �e.g., Hollien et al., 1971;
Hollien and Shipp, 1972; Stoicheff, 1981�, were generated
by modifying the resting vocal fold length and activation
levels of the CT and TA muscles; all other input parameters
were held constant. The input parameters for all nine cases
are shown in Table I. Those cases with the resting length �Lo�
equal to 1.6 cm were intended to be representative of the
male F0 range, whereas those with Lo=0.9 cm were intended
to be in the female F0 range.

Acoustic wave propagation in both the trachea and vocal
tract was computed in time synchrony with the vocal fold
model. This was performed with a wave-reflection approach
�e.g., Strube, 1982; Liljencrants, 1985� where the area func-
tions of the vocal tract and trachea were discretized into short
cylindrical sections or tubelets. Reflection and transmission
coefficients were calculated at the junctions of consecutive
tubelets, at each time sample. From these, pressure and vol-
ume velocity were then computed to propagate the acoustic
waves through the system. The glottal flow was determined
by the interaction of the glottal area with the time-varying
pressures present just inferior and superior to the glottis as
specified by Titze �2002�. At the lip termination, the forward
and backward traveling pressure wave components were sub-
jected to a radiation load modeled as a resistance in parallel
with an inductance �Flanagan, 1972�, intended to approxi-
mate a piston in an infinite plane baffle. The output pressure
is assumed to be representative of the pressure radiated at the
lips. To the extent that the piston-in-a-baffle reasonably ap-
proximates the radiation load, the calculated output pressure
can also be assumed to be representative of the pressure that
would be transduced by a microphone in a non-reflective
environment. The specific implementation of the vocal tract

m2

kc, dccoverbody

k2, d2

k1, d1
m1

mb
kb, db

= mass

= spring &
damper

cartilaginous
boundary glottis

damper

FIG. 6. Schematic diagram of the lumped-element vocal fold model. The
cover-body structure of each vocal fold is represented by three masses that
are coupled to each other by spring and damping elements. Bilateral sym-
metry was assumed for all simulations.

TABLE I. Input parameters for the vocal fold model used to generate the nine different fundamental frequencies. Notation is identical to that used in Titze and
Story �2002�. The aCT and aTA are normalized activation levels �can range from 0 to 1� of the CT and TA muscles, respectively. Lo and To are the resting length
and thickness of the vocal folds, respectively. �01 and �02 are the prephonatory glottal half-widths at the inferior and superior edges of vocal folds, respectively,
and PL is the respiratory pressure applied at the entrance of the trachea �see Fig. 7�. The value of PL shown in the table is equivalent to a pressure of 8 cm H2O.

Parameter value

Fundamental frequency �Hz�

105 115 130 145 205 210 230 255 310

aCT 0.1 0.4 0.1 0.4 0.2 0.3 0.3 0.4 0.7
aTA 0.1 0.1 0.4 0.4 0.2 0.2 0.3 0.4 0.5
Lo �cm� 1.6 1.6 1.6 1.6 0.9 0.9 0.9 0.9 0.9
To �cm� 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0.3
�01 �cm� 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001
�02 �cm� 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
PL �dyn /cm2� 7840 7840 7840 7840 7840 7840 7840 7840 7840
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model used for this study was presented in Story �1995� and
included energy losses due to viscosity, yielding walls, heat
conduction, as well as radiation at the lips.

In the model, a specific vocal tract shape is represented
as an area function. For this study, glottal flow and output
pressure waveforms were generated based on the area func-
tion for the �a� vowel reported by Story et al. �1996�. For
simulations of this vowel with the four lowest fundamental
frequencies �105, 115, 130, and 145 Hz�, the vocal tract
length was set to 17.46 cm. For the five higher F0 speech
simulations, exactly the same �a� vowel area function was
used, but the length was non-uniformly scaled to 14.28 cm
with scaling factors based on those reported by Fitch and
Giedd �1999�. The purpose of the shortened tract length was
to provide an approximation of a possible female-like vocal
tract to coincide with the higher F0 simulations. Although a

measured female area function could have been used �e.g.,
Story, 2005�, scaling the length of the male �a� vowel was
done so that all cases resulted from fairly simple modifica-
tions of the same basic model.

A conceptualization of the complete model is given in
Fig. 7, where the vocal fold model is shown to be located
between the trachea and the vocal tract. The vocal tract is
shown configured with the shape and length of the adult
male �a� vowel, and the trachea is a uniform tube with a
cross-sectional area of 1.5 cm2 but tapered to 0.3 cm2 near
the glottis. An example glottal flow waveform is indicated
near the middle of the figure. Note that the ripples in the
waveform are largely due to interaction of the flow with the
formant oscillations in the vocal tract. The coupling of the
trachea to the vocal tract �via glottal area�, however, will
slightly alter the overall resonant structure of the system and,
hence, will also contribute to glottal waveform shape. The
sound pressure waveform radiated at the lips is also shown at
the lip end of the area function and, as mentioned previously,
can be considered analogous to a microphone signal re-
corded for a speaker.

In summary, the model is a simplified but physically-
motivated representation of a speaker in which glottal air-
flow and output pressure waveforms result from self-
sustained oscillation of the vocal folds and their interaction
with propagating pressure waves within the trachea and vo-
cal tract. The model generates both the signal on which IF is
typically performed �microphone signal� and the signal that
it seeks to determine �glottal flow�, thus providing a reason-
ably realistic test case for IF algorithms.

C. Experiments

Four representative examples of glottal flow pulse forms
computed by the proposed CP algorithm are shown in Fig. 8.
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FIG. 7. Area function representation of the trachea and vocal tract used to
simulate the male �a� vowel. The vocal fold model of Fig. 6 would be
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the glottal flow and output pressure waveforms are shown near the locations
at which they would be generated.
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FIG. 8. Examples of glottal flows es-
timated by the proposed CPcon method.
IF was computed from �a� vowels pro-
duced by a male �panels a� and a fe-
male �panels b� speaker using normal
�left panels� and pressed �right panels�
phonation.
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The examples shown in Figs. 8�a� and 8�b� were computed
from a male and female speaker, respectively, by using both
normal and pressed phonations of the vowel �a�. All these
estimates of the glottal excitation were computed by using
parameter values given at the end of Sec. II B 3. The begin-
ning of the covariance frame was adjusted to a time instant
three samples after the negative peak of the EGG derivative.
It can be seen in Fig. 8 that none of the estimated glottal
pulse forms show abrupt high amplitude peaks at the end of
the closing phase, indicating that inverse filter roots are most
likely located correctly in the formant region rather than in
unrealistic positions at low frequency. CP can be identified
rather easily from all the examples shown. However, the
waveforms estimated from utterances spoken by the male
speaker show a small ripple component. This ripple might be
due to incomplete canceling of some of the higher formants
by the inverse filter. Alternatively, this component might be
explained by the existence of nonlinear coupling between the
source and the tract, which cannot be taken into account in
CP analysis because it is based on linear modeling of the
voice production system.

The performance of the proposed CP analysis algorithm
was tested by conducting two major experiments, one of
which used synthetic vowels and the other natural speech.
Both experiments involved estimating the glottal flow with
three CP analysis types. The first one, denoted by CPbas in
the rest of the paper, is represented by the basic CP analysis
in which the vocal tract model computed by the covariance
analysis is used as such in IF. The second one, denoted by
CPrem, is the most widely used form of the CP analysis in
which the roots of the inverse filter polynomial computed by
the covariance analysis are solved, and those located on the
positive real axis are removed before IF. The third type, de-
noted by CPcon, is the proposed method based on the con-
strained LP described in Sec. II B.

In both experiments, the robustness of each CP analysis
to the position of the covariance frame was evaluated by
varying the beginning of the frame position near its optimal
value, nopt, the instant of glottal closure. For synthetic vow-
els, nopt was first adjusted by using the derivative of the flow
pulse generated by the physical vocal fold model. In this
procedure, the optimal beginning of the covariance frame
was set to the time instant after the negative peak of the flow
derivative when the waveform returns to the zero level. For
each synthetic vowel, the beginning of the covariance frame
was then varied in 11 steps by defining the start index as n
=nopt+ i, where i=−5 to +5. �In other words, the optimal
frame position corresponds to index value i=0.� For natural
vowels, the position of the covariance frame was varied by
first extracting the glottal closure as the time instant when
the EGG derivative reached a negative peak within a glottal
cycle. Again, 11 frame positions were analyzed around this
instant of glottal closure.

For synthetic sounds, there is no variation between pe-
riods, and, therefore, only a single cycle was analyzed. The
total number of CP analyses conducted for synthetic speech
was 297 �3 CP methods�9 F0 values�11 frame positions
per cycle�. For natural vowels, the analysis was repeated for
six consecutive glottal cycles. Hence, the total number of CP

analyses conducted for natural speech was 5148 �3 CP
methods�2 phonation types�13 speakers�11 frame posi-
tions per cycle�6 cycles�. The estimated glottal flows were
parametrized using two frequency-domain measures. The
first of these, H1H2, is defined as the difference in decibel
between the amplitudes of the fundamental and the second
harmonic of the source spectrum �Titze and Sundberg, 1992�.
The second parameter, the harmonic richness factor �HRF�,
is defined from the spectrum of the glottal flow as the differ-
ence in decibel between the sum of the harmonic amplitudes
above the fundamental and the amplitude of the fundamental
�Childers and Lee, 1991�. �Notice the difference in the com-
putation of the spectral ratio between the two parameters: if
only the second harmonic is included in HRF, then its value
becomes equal to H1H2 multiplied by −1.� These parameters
were selected for two reasons. First, both of them can be
computed automatically without any user adjustments. In CP
analysis with a varying frame position, this is highly justified
because the glottal flow waveforms, especially those com-
puted with CPbas, are sometimes so severely distorted that
their reliable parametrization with, for example, time-based
glottal flow quotients is not possible. Second, both H1H2 and
HRF are known to reflect the spectral decay of the glottal
excitation: a slowly decaying source spectrum is reflected by
a small H1H2 and a large HRF value. Hence, if the glottal
flow estimate is severely distorted by artifacts seen as jags in
the closing phase, as shown in Figs. 1�b�, 1�c�, and 3�c�, one
is expected to get a decreased H1H2 value and an increased
HRF value because the spectrum of the distorted glottal flow
approaches that of the impulse train, that is, a flat spectral
envelope. Since HRF takes into account a larger number of
spectral harmonics, one can argue that its value reflects more
reliable changes in the glottal flow than H1H2. Therefore,
HRF alone might represent a sufficient spectral parameter to
be used from the point of view of the present study. H1H2 is,
however, a more widely used parameter in voice production
studies, which justifies its selection as an additional voice
source parameter in the present investigation.

IV. RESULTS

A. Experiment 1: Synthetic vowels

Robustness of the different CP analyses to the covari-
ance frame position is demonstrated for the synthetic vowels
by the data given in Table II. H1H2 and HRF values were
first computed in each covariance frame position with each
of the three CP techniques. For both H1H2 and HRF, the
difference between the parameters extracted from the origi-
nal flow and the estimated flow was computed. The data in
Table II show the absolute value of this difference computed
as an average pooled over 11 frame positions. The obtained
results indicate that the error in both H1H2 and HRF due to
the variation of the CP frame position is smallest for all
vowels with F0 less than 310 Hz when IF is computed with
the proposed new method. The average value of H1H2, when
pooled over all vowels with F0 less than 310 Hz, equaled to
2.6, 0.9, and 0.5 dB for CPbas, CPrem, and CPcon, respectively.
For HRF, the average value equaled to 7.8, 3.8, and 2.4 dB
for CPbas, CPrem, and CPcon, respectively. For the synthetic
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vowel with the largest F0 value, the best result was also
given by CPcon when the parametrization was performed
with HRF. However, H1H2 indicated a surprisingly small
error for this high-pitch vowel when IF was conducted with
CPbas and CPrem. The waveforms, however, were greatly dis-
torted, but the levels of the fundamental and the second har-
monic, that is, those sole spectral components used in the
computation of H1H2, were only marginally affected. It is,
though, worth emphasizing that the length of the glottal CP
for this high-pitch vowel with F0=310 Hz is only ten
samples �1.25 ms�. This implies that the underlying assump-
tion underlying all the three assessed IF techniques, that is,
the existence of sufficiently long CP, is greatly violated.
Hence, the surprisingly small value of H1H2 difference for
this signal is explained mainly by the shortcomings of the
simple spectral parameter rather than by the successful voice
source estimation. In summary, the experiments conducted
with synthetic vowels indicate that the proposed CP algo-
rithm was the least vulnerable to the covariance frame posi-
tion among the three techniques when voices of different F0
were compared.

B. Experiment 2: Natural vowels

The standard deviations �std� and means of the H1H2
and HRF values extracted from the glottal flows computed
from natural vowels of varying covariance frame positions
were compared with repeated measures analyses of variance
�ANOVAs�. The data were analyzed with sex�method
�phonation ANOVAs where “sex” included male and fe-
male sexes, factor “method” included three different CP al-
gorithms, CPbas, CPrem, and CPcon, and factor “phonation”
included phonation types normal and pressed. H1H2 and
HRF data were analyzed with separate ANOVAs, and
Newman–Keuls tests were used as a means of post hoc
analysis for pairwise differences in the data. The standard
deviations and mean values of H1H2 and HRF obtained from
the 66 window positions �11 frame positions of 6 cycles� are
shown in Fig. 9. The main and interaction effects of the
corresponding ANOVA results are given in Table III.

The standard deviation of both H1H2 and HRF differed
significantly between the IF methods. Post hoc analyses
showed that the standard deviations of H1H2 and HRF were,
on the average, smaller when the new CP method

TABLE II. Effect of the covariance frame position on H1H2 and HRF using vowels synthesized by physical
modeling. Absolute value of the difference �in dB� was computed between parameter values extracted from the
original flows and from the glottal flows estimated by IF. Inverse filtering was computed by three CP algo-
rithms: CPbas, CPrem, and CPcon. Data were averaged over 11 different frame positions starting around the instant
of glottal closure.

F0
�Hz�

Diff in H1H2 �dB� Diff in HRF �dB�

CPbas CPrem CPcon CPbas CPrem CPcon

105 1.36 0.06 0.03 5.08 2.30 1.87
115 2.93 0.14 0.08 9.15 2.37 1.75
130 1.81 0.13 0.06 6.14 2.23 1.63
145 3.42 0.10 0.07 10.36 1.74 1.59
205 2.98 1.66 0.83 8.80 6.13 2.72
210 2.67 1.40 0.82 8.06 5.91 2.91
230 3.17 1.28 0.90 8.31 4.00 3.21
255 2.40 2.13 1.24 6.35 5.44 3.40
310 0.69 0.69 3.38 6.24 6.24 5.02

-1

0

1

2

3

4

5

6

7

8

-12

-9

-6

-3

0

3

6

9

12

15

18

Male Female
S

ta
n
d
a
rd

d
e
v
ia

ti
o
n

(d
B

)
M

e
a

n
(d

B
)

CP
bas

CP
rem

CP
con

CP
bas

CP
rem

CP
con

Normal

Pressed

HRF

H1H2
Normal

Pressed
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CP analyses computed by CPbas, CPrem, and CPcon. Error bars represent
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�H1H2-std=0.5, HRF-std=1.0� was used than when either
CPbas �H1H2-std=1.6, HRF-std=3.0� or CPrem �H1H2-std
=0.9, HRF-std=2.8� was used.

For H1H2, the difference between CPbas and CPrem was
also significant. Additional effects on H1H2 and HRF vari-
ability were observed for sex and phonation type. The H1H2
and HRF standard deviations were larger for female
�H1H2-std=1.6, HRF-std=3.0� than for male �H1H2-std
=0.4, HRF-std=1.6� speakers. Further, the variability of
H1H2 and HRF was larger for the normal �H1H2-std=1.2,
HRF-std=2.7� than for the pressed �H1H2-std=0.8,
HRF-std=1.8� type of phonation. Finally, significant
method�sex, method�phonation, and method�phonation
�sex interactions were found for both H1H2 and HRF, and
a phonation�sex interaction was additionally significant for
the H1H2.

The results indicated a statistically significant effect of
CP method on the mean H1H2 and HRF values. The mean
H1H2 and HRF values increased and decreased, respectively,
when the IF algorithm CPbas �H1H2=6.6 and HRF=5.7� was
changed to CPrem �H1H2=8.2 and HRF=0.9� and, then, fur-
ther to the new CPcon algorithm �H1H2=9.5 and HRF=
−3.0�. While HRF mean values were similar for both sexes,
the average H1H2 values were larger for female �9.3� than
for male �7.1� speakers. Additionally, a smaller mean H1H2
and a larger mean HRF value was observed for the pressed
phonation �H1H2=7.0 and HRF=2.3� than for the normal
phonation �H1H2=9.2 and HRF=0.1�. Finally, significant
method�sex, method�phonation, and method�phonation
�sex interactions were found for both H1H2 and HRF data.

V. CONCLUSIONS

CP covariance analysis, a widely used glottal IF method,
computes a parametric model of the vocal tract by conduct-
ing linear predictive analysis over a frame that is located in
the CP of the glottal cycle. Since the length of the CP is
typically short, the resulting all-pole model is highly vulner-
able with respect to the extraction of the frame position.
Even a minor change in the frame position might greatly
affect the z-domain locations of the roots of the all-pole
model given by LP. This undesirable feature of the conven-
tional CP analysis typically results in vocal tract models,
which have roots, both real and complex, at low frequencies
or roots that are located outside of the unit circle. These
kinds of false root locations, in turn, result in distortion of
the glottal flow estimates, which is typically seen as unnatu-
ral peaks at the instant of glottal closure, the so-called jags,
or as increased formant ripple during the CP.

The present study proposed an improved version of the
CP analysis based on a combination of two algorithmic is-
sues. First, and most importantly, a constraint is imposed on
the dc gain of the inverse filter prior to the optimization of
the coefficients. With this constraint, linear predictive analy-
sis is more prone to give vocal tract models that can be
justified from the point of view of the source-filter theory of
vowel production; that is, they show complex conjugate
roots in the vicinity of formant regions rather than unrealistic
resonances at low frequencies. Second, the new CP method
utilizes an inverse filter that is minimum phase, a property
that is not typically used in glottal IF.

TABLE III. ANOVA results for standard deviations and means of H1H2 �upper table� and HRF �lower table�.
The degrees of freedom �DF�, Greenhouse–Geisser epsilons �	�, F-values, and the associated probability �p�
values are shown for each ANOVA effect. Analyses were conducted for utterances produced by 13 speakers
using 11 covariance frame positions per glottal cycle and 6 successive periods.

H1H2
Effects and degrees of freedom �Df1, Df2�

Standard deviations Means

	 F p 	 F p

Sex 1, 11 83.86 �0.001 9.38 �0.05
Method 2, 22 0.73 47.22 �0.001 0.69 88.85 �0.001
Method�sex 2, 22 0.73 4.12 �0.05 0.69 37.70 �0.001
Phonation 1, 11 1.00 10.42 �0.01 1.00 20.43 �0.001
Phonation�sex 1, 11 1.00 6.80 �0.05 1.00 3.58 ns
Method�phonation 2, 22 0.95 16.26 �0.001 0.68 23.22 �0.001
Method�phonation�sex 2, 22 0.95 15.57 �0.001 0.68 16.81 �0.001

HRF
Effects and degrees of freedom �Df1, Df2�

Standard deviations Means

	 F p 	 F p

Sex 1, 11 49.33 �0.001 0.83 ns
Method 2, 22 0.61 26.43 �0.001 0.87 262.27 �0.001
Method�sex 2, 22 0.61 6.26 �0.05 0.87 30.99 �0.001
Phonation 1, 11 1.00 18.12 �0.01 1.00 15.22 �0.01
Phonation�sex 1, 11 1.00 2.86 ns 1.00 2.06 ns
Method�phonation 2, 22 0.77 12.83 �0.001 0.67 9.29 �0.01
Method�phonation�sex 2, 22 0.77 3.10 ns 0.67 4.58 �0.05

ns=not significant
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The new glottal IF method, CPcon, was compared to two
CP analysis techniques by using both synthetic vowels pro-
duced by physical modeling of the voice production appara-
tus and natural vowels produced by male and female speak-
ers. In summary, the experiments conducted with synthetic
vowels having F0 from 105 to 310 Hz indicate that the pro-
posed CP method gave glottal flow estimates with better ro-
bustness to the covariance frame position than the conven-
tional CP methods. The result suggests that the parametric
model of the vocal tract computed with the dc-constrained
linear predictive analysis is less prone to distortion by the
problem typically met in the CP analysis, namely, the in-
volvement of samples outside the CP in the computation of
the vocal tract. This problem violates the basic assumption of
the CP analysis that the estimation of the vocal tract transfer
function is made during the excitation-free time span. It can
be argued that this violation is larger for voices of high pitch
because they typically show short CPs in the glottal excita-
tion. Violation results in the occurrence of unjustified inverse
filter roots at low frequencies, which, in turn, distorts the
resulting glottal flow estimates. Based on the results
achieved with synthetic speech, the involvement of the dc
constraint in the optimization process of the vocal tract
model, however, seems to reduce this distortion and hence
improve the estimation robustness with respect to the CP
frame position. It must be emphasized, though, that if the
amount of data samples during the glottal CP becomes ex-
tremely small, which was the case in analyzing the vowel
with F0=310 Hz in the present investigation, distortion of
the glottal flow estimates becomes large with all CP tech-
niques.

The experiments conducted with natural speech indicate
that the deviation of H1H2 and HRF due to the varying of
the covariance frame position inside the glottal cycle was
larger for female speech than for male vowels and the devia-
tion was also larger in normal than in pressed phonation.
These results are in line with findings reported in previous
studies �e.g., Veeneman and BeMent, 1985� as well as with
experiments conducted in the present investigation with syn-
thetic speech, indicating that the robustness of the CP analy-
sis with respect to the frame position tends to decrease for
shorter CP intervals, as in higher F0 speech or in normal as
opposed to pressed phonation. The proposed new CP
method, importantly, gave the smallest deviation of H1H2
and HRF, suggesting that the involvement of the dc con-
straint reduces the sensitivity of the CP analysis to the cova-
riance frame position and that this holds true also for natural
vowels. This finding is also supported by the fact that the
mean levels of H1H2 and HRF were found to be largest and
smallest, respectively, when IF was computed with CPcon. In
other words, the average spectral decay of the glottal flow
pulse forms computed by varying the frame position was
steeper with CPcon than with the other two CP methods. This
is explained by the frequency-domain effect produced by dis-
tortion represented by impulse-like jags: the larger their con-
tribution, the flatter the spectrum.

In summary, the proposed IF method constitutes a po-
tential means to compute the CP covariance analysis to esti-
mate the glottal flow from speech pressure signals. It reduces

distortion caused by one of the major drawbacks of the con-
ventional CP analysis, the sensitivity of the analysis to the
position of the covariance frame. The computational load of
the new method is only slightly larger than that of the con-
ventional CP method. In addition, the method can be imple-
mented in a manner similar to the conventional one, that is,
either based solely on the speech pressure signal or in a
two-channel mode where an EGG signal is used to help ex-
tract the covariance frame position. Therefore, there are no
obstacles in principle for the implementation of the proposed
method in environments where the conventional analysis is
used. One has to keep in mind, though, that the new method
does not change the basic assumptions of the CP analysis,
namely, that the voice source and vocal tract are linearly
separable, and there is a CP of finite duration during which
there is no excitation by the source of the tract.
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1It is worth emphasizing that glottal pulses estimated from natural speech
sometimes show fluctuation, typically referred to as “ripple,” after the
instant of glottal closure. This component might correspond to actual phe-
nomena or it may result from incorrect inverse filter settings. If the pulse
waveform is fluctuating after the instant of the glottal closure, it is, though,
difficult, if not impossible, to define accurately which part of the fluctua-
tion corresponds to real phenomena and which part results from incorrect
IF. If, however, the flow waveform shows an abrupt peak at the end of the
closing phase, such as in Fig. 1�c�, and if this component is removed by,
for example, a minor change in the position of the analysis frame, it is
more likely that the component represents an artifact than a real
phenomenon.

2By using Eq. �4�, the gain of the vocal tract filter at dc, denoted by Gdc, is
defined as the absolute value of the inverse of the frequency response of
the constrained predictor at 
=0: Gdc= 
1 /C�ej0�
= 
1 / ldc
. In principle, the
requirement Gdc=1 can be satisfied by assigning either ldc=1 or ldc=−1.
Although both of these values result in vocal tract filters of equal gain at
dc, they end up as different constrained transfer functions. In order to test
the difference between the two values of ldc, the glottal flows were esti-
mated from the synthetic vowels described in Sec. III B by using H1H2
and HRF parameters described in Sec. III C and by conducting the con-
strained IF analysis by assigning both ldc=1 and ldc=−1. The results indi-
cated clearly that the choice ldc=−1 yielded glottal flow estimates that
were closer to the original flows generated by the physical modeling
approach.

3In the area of glottal IF, most studies analyze vowels with high first for-
mant such as �a� or �ae�. The reason for this is the fact that the separation
of the source and the tract becomes increasingly difficult from a math-
ematical point of view if the first formant is low. This is due to the fact that
the strong harmonics at low frequencies bias the estimation of the first
formant in all-pole modeling �El-Jaroudi and Makhoul, 1991�. This, in
turn, results in severe distortion of the glottal flow estimates.

4It should be noted that while synthetic vowels produced by the physical
modeling approach mimic real speech production by involving source-
tract interaction, this effect is not taken into account in CP analysis, which
simply assumes that the source and tract are linearly separable �Strube,
1974; Wong et al., 1979�. The proposed dc-constrained LP is a new math-
ematical method to compute the vocal tract model of CP analysis, but it
does not in any way change the underlying assumption of the linear cou-
pling between the source and the tract. Therefore, the use of physically-
motivated synthetic speech was justified by a need to have more realistic
artificial vowels as test material, not by a goal to analyze how source-tract
interaction affects different versions of the CP technique, all of which are
based on the linear source-filter theory and are therefore unable to take
into account the coupling between the source and the tract.
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